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Abstract— Information-based coverage directs robots to move
over an area to optimize a pre-defined objective function based
on some measure of information. Our prior work determined
that the spectral decomposition of an information map can be
used to guide a set of heterogeneous agents, each with different
sensor and motion models, to optimize coverage in a target
region, based on a measure called ergodicity. In this paper,
we build on this insight to construct a reinforcement learning
formulation of the problem of allocating heterogeneous agents
to different search regions in the frequency domain. We relate
the spectral coefficients of the search map to each other in
three different ways. The first method maps agents to pre-
defined sets of spectral coefficients. In the second method, each
agent learns a weight distribution over all spectral coefficients.
Finally, in the third method, each agent learns weight distribu-
tions as parameterized curves over coefficients. Our numerical
results demonstrate that distributing and assigning coverage
responsibilities to agents depending on their sensing and motion
models leads to 40%, 51%, and 46% improvement in coverage
performance as measured by the ergodic metric, and 15%, 22%,
and 20% improvement in time to find all targets in the search
region, for the three methods respectively.

I. INTRODUCTION

Deploying and coordinating multiple robots, particularly
agents with different capabilities, can lead to improved
search and coverage performance of a multi-agent team [1]–
[5]. This diversity in agent characteristics presents the prob-
lem of how to coordinate agents to best use their individual
search capabilities.

In this paper, we consider the coordination of heteroge-
neous agents in the context of ergodic search, where the
planner uses an information map to create a path that spends
time in regions that are more likely to contain a target.
The planner uses the ergodic metric, which is the differ-
ence between the information distribution over the search
domain and a distribution that encodes the agents’ paths.
By driving this difference to zero, the resulting trajectories
spend more time in regions of higher expected information.
This difference is computed in the frequency domain. Our
prior work naturally associated high-order frequencies with
limited-range sensors and low-order frequencies with wide-
range sensors. Using this intuition, we were able to improve
the ergodicity of search based on how we allocated agents to
frequencies. While this work provided insight, it only deter-
mined handcrafted solutions to the problem of coordinating
heterogeneous agents in specific, simple scenarios [6]. In this
work, we learn how to distribute heterogeneous agents (i.e.
agents with different capabilities) to suitable search regions
by relying on ergodic search processes [1].
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Fig. 1: We formulate a reinforcement learning problem to
learn allocations of heterogeneous agents for search. Each
agent is allocated to a different region of the search domain
via weighted subsets of spectral coefficients, gotten from the
spectral decomposition of the information distribution being
searched.

We formulate heterogeneous agent distribution in multi-
agent search as a reinforcement learning problem where the
learned policy is an assignment of agents to different search
regions (Fig 1). We define search regions in the frequency
domain by assigning weights to the coefficients of the spec-
tral decomposition of the expected information distribution
over the search domain. Solving for agent allocation as a full
optimization problem would be intractable, so we constrain
the optimization by relating the spectral coefficient weights
to each other in three different ways. In the first, we define a
simple relationship by dividing the spectral coefficients into
a set of spectral “bands.” In our second method, we directly
learn weights on each spectral coefficient for each agent,
thereby allowing the learning process to define the search
regions. Finally, in our third method, we parametrize the set
of weights over all spectral coefficients as a function and
learn the values of the function parameters for each agent.
These methods give the planner different degrees of control
over defining regions of the map to search.

Our empirical analysis of these three methods explores
the trade-offs between the performance improvements of
increasing the granularity at which agents can define their
search regions and the consequent increase in required
training time. We empirically show that all three methods
improve coverage performance (in terms of the ergodic
metric) and search performance (in terms of the time taken
to find all targets) over a baseline method. Further, our
experimental results support the intuition that granting agents
more granular control over learning search regions to which
they are well-suited results in greater improvement in both
coverage and search performance. The second method, which



most granularly defines search regions, achieves the best
coverage and search performance, followed by the third
method and finally the first method. These results support our
hypothesis that it is possible to learn an effective allocation of
heterogeneous agents to facilitate well-coordinated coverage
of a search region.

II. BACKGROUND

A. Heterogeneous Multi-Agent Search

Many multi-agent search methods developed for groups
of homogeneous agents (similar capabilities) either do not
support heterogeneous groups of agents (varying capabilities)
while others struggle with the increase in computational
complexity [7]–[11]. Many works involving heterogeneous
agents focus on defining multi-agent problems and offer
only initial, usually centralized and non-scalable solutions
to them [12]–[15]. While some works have considered using
robots with better communication and coordination abilities
as “leader agents” to plan for other agents [4], [16], other
works have proposed using auction-based mechanisms for
task assignment [17]–[19]. Still other works have considered
redistribution of agents based on their capabilities [20], [21].

Search methods largely fall into one of three categories:
geometric, gradient-based, and trajectory optimization-based
approaches. When there is a near-uniform probability of find-
ing a target, geometric methods, like lawnmower patterns,
can be good search strategies [22], [23]. They uniformly and
exhaustively cover the search domain, making them well-
suited to cases when there is no a priori information about
the locations of targets.

A priori information about the targets’ locations is usually
represented in the form of a probability distribution repre-
senting the likelihood of a target being found at each location
in the domain. This information distribution allows for the
creation and use of more advanced search processes that
leverage this information to improve search with respect to
some metric, such as time to find targets.

In gradient-based approaches [2], [24], [25], agents are
guided by the local derivative of the information map around
their positions in order to greedily maximize short-term
information gain. However, these approaches typically do not
take into account the uncertainty associated with information
distributions, which impacts exploration since this uncer-
tainty helps differentiate between areas of low information
that have not been explored and areas with no information
to be gained.

In optimization-based approaches, search is viewed as
an information-gathering maximization problem, which is
solved by planning paths for the agents. A popular approach
in recent works [1], [26]–[28] is sampling-based path plan-
ning, in which a large number of paths are sampled and
the best path is selected based on a cost metric. The cost
function that drives the optimization can combine both the
predicted information map and its associated uncertainty,
thereby encouraging exploration. This work uses sampling-
based planning, with the ergodic metric as cost function as

the basis for spectral-based distributed heterogeneous multi-
agent ergodic search with learned agent allocations.

B. Ergodic Search Processes

Ergodic search processes [28] produce trajectories that
drive agents to spend time in areas of the domain in propor-
tion to the expected amount of information present in those
areas. The spatial time-average statistics of an agent’s trajec-
tory (trajectory is represented as γi : (0, t] → X ), specifies
the amount of time spent at position x ∈ X , where X ⊂ IRd

is the d-dimensional search domain. For N agents, the joint
spatial time-average statistics of the set of agents trajectories
{γi}Ni=1 is defined as [28]

Ct(x, γ(t)) =
1

Nt

N∑
i=1

∫ t

0

δ(x− γi(τ)) dτ, (1)

where δ is the Dirac delta function.
The agents’ trajectories are optimized by matching the

spectral decompositions of the time-averaged trajectory
statistics and the information distribution over the search do-
main. This is accomplished by minimizing the ergodic metric
Φ(·), which is the weighted sum of the difference between
the spectral coefficients of these two distributions [28]:

Φ(γ(t)) =

m∑
k=0

αk |ck(γ(t))− ξk|2 , (2)

where ck and ξk are the Fourier coefficients of the time-
average statistics of the set of agents’ trajectories γ(t) and the
desired spatial distribution of agents respectively, αk are the
weights of each coefficient difference, and m is the number
of Fourier coefficients being considered.

The goal of ergodic coverage is to generate optimal
controls u∗(t) for each agent, whose dynamics is described
by a function f : Q× U → T Q, such that

u∗(t) = argminu Φ(γ(t)),

subject to q̇ = f(q(t),u(t)),

∥u(t)∥ ≤ umax

(3)

where q ∈ Q is the state and u ∈ U denotes the set of
controls. In this work, we solve the ergodic search problem
by using a sampling-based motion planner [29].

C. Learning Methods

Broadly, machine learning methods can be grouped into
three main categories: supervised learning, unsupervised
learning, and reinforcement learning. In supervised learning,
a mapping between inputs and outputs is inferred from
labeled training data consisting of example input-output
pairs. Classification problems, in which a class label is
predicted, and regression problems, in which a numerical
label is predicted, generally use supervised learning methods.
On the other hand, unsupervised learning methods learn a
model to describe or extract relationships in training data
without target variables. These methods are generally used
for clustering problems to find groups in data and for



Fig. 2: We use the A2C algorithm [30], with three different distribution schemes, to learn the allocation of agents to search
regions for heterogeneous multi-agent ergodic search. Each distribution method has different initial conditions. In all three
methods, the output is a weighted set of spectral coefficients of the information distribution being searched for each agent.
The learning process seeks to minimize the joint ergodic metric of the team’s trajectories.

density estimation, which involves summarizing the distri-
bution of data. In reinforcement learning, agents operate in
an environment and learn how to operate using feedback.
This means that instead of having a fixed training dataset,
agents have a goal or a set of goals to achieve, actions that
they can take, and feedback about performance toward the
goal. Deep reinforcement learning combines reinforcement
learning and deep learning, which opens the door to more
complex applications.

Reinforcement learning techniques have been used in a
variety of ways to plan paths for multi-agent systems. In
many multi-agent environments, agents perceive the state of
the environment at each step and take an action. A reward is
evaluated based on this action, to optimize actions according
to a desired metric, such as coverage, time-efficiency, or path
lengths [31]–[34]. In multi-agent systems with communica-
tion, message lengths or frequency of communication can
also be used in the reward structure [35].

In this work, we use an Advantage Actor-Critic (A2C)
[30] network to learn mappings of spectral bands to different
types of agents. A2C is an efficient reinforcement learning
approach, that allows for scalability to large learning prob-
lems, which opens the door to expanding our approach to
handle large teams of robots with many different types of
agents.

III. HETEROGENEOUS MULTI-AGENT ALLOCATION
USING REINFORCEMENT LEARNING

This work investigates learning-based approaches to au-
tonomously allocating heterogeneous agents based on their
sensing and motion capabilities. Here, search is decomposed
into different regions in the frequency domain based on
the spectral decomposition of the a priori target belief
distribution; a search region corresponds to a weighted subset
of spectral coefficients of the information distribution.

We use the Actor-Critic algorithm (A2C [30]) to learn
data-driven mappings of agents to these search regions, or
spectral scales (as shown in Fig 2). In this pipeline, each
agent in a heterogeneous team is assigned a spectral scale
of the search domain, after which paths are planned for
all agents. A joint reward is then calculated for all agents,
based on their coverage of the search map, measured by
the ergodic metric. In this way, the reward optimizes for
ergodicity, which in turn means that the learned assignments
lead to paths that optimize for effective coverage.

Further, we present three specific methods of distributing
agents in a heterogeneous team to spectral scales of a search
domain. First, we map agents to pre-determined, handcrafted,
spectral bands. In the second method, we learn individual
weights over all of the spectral coefficients of the information
distribution. Finally, weights for parameterized curves over
the spectral coefficients of the information distribution are
learned.



A. Pre-Determined Spectral Bands

One method of autonomously using the spectral decom-
position of the a priori information map relies on leveraging
intuition regarding the scales of information encoded by
different orders of spectral coefficients or frequency modes.
This method simplifies the agent allocation problem. As
stated previously, we know that lower-frequency spectral
coefficients correspond to large-scale variations in the spatial
distribution of information, while higher-frequency spectral
coefficients correspond to smaller-scale variations in the
spectral decomposition of the information distribution. Based
on this intuition, we can group frequency coefficients into M
distinct subsets (where M is the number of different types
of agents being considered), forming distinct spectral bands.
Each of these spectral bands correspond to a different search
region. Note that these search regions, while separate, may
not be independent.

Reinforcement learning is then used to learn a data-driven
mapping of agents in a heterogeneous team to the created
spectral bands, as depicted in our proposed pipeline (Fig. 1).
That is, we assign a weight to each spectral band, which can
be modified during training. Each agent in a heterogeneous
team with M different types of agents will therefore have
M different trainable weights. Each agent is assigned to the
spectral band corresponding to the highest weight.

This method of distributing agents to pre-defined spectral
scales of the information distribution, as described in Sec-
tion III-A, has two main limiting factors. First, this method
has the overhead of defining the spectral bands, which scales
with the number of types of agents in the heterogeneous
team being considered. Additionally, the accuracy of the pre-
defined spectral bands is limited by human intuition, which
limits the efficacy of this method, especially for agents with
more complex capabilities.

B. All Spectral Coefficients

To overcome the limitations of pre-defined spectral bands
discussed above, we can instead learn weights over the indi-
vidual frequency coefficients of the spectral decomposition
of the target belief distribution. In this method, each spectral
coefficient has a weight that can be independently modified
during training. Each set of learned weights corresponds
to a different spatial distribution of information, and thus
a different search region. These search regions are not
necessarily independent. This method allows for increased
granularity of defining search regions, or spectral scales since
each type of agent determines its own.

While learning weights over all of the frequency coef-
ficients of the spectral decomposition of the information
distribution (Section III-B) overcomes the limitations posed
by learning a mapping of agents to pre-defined spectral
bands (Section III-A), it poses its own issues. Primarily, the
complexity of this learning problem scales with the number
of frequency coefficients, leading to slow training.

C. Parameterized Curves Over Spectral Coefficients

The limitations of learning weights over all of the fre-
quency coefficients discussed above can be overcome by
instead learning parameters that define weight curves over
the set of frequency coefficients.

In this method, the weights of each frequency coeffi-
cient in the spectral decomposition of the target belief map
are defined according to a parameterized curve. A distinct
parameterized curve is learned for each different type of
agent in the heterogeneous team, i.e. if there are M types
of heterogeneous agents, M sets of parameters are learned.
The parameters that define each of these distinct curves are
adjusted during training (i.e. are the trainable weights).

Each parameterized curve defines a different set of weights
over the spectral coefficients, which correspond to a separate,
but not necessarily independent, spatial distribution of infor-
mation. Agents define these search regions (and are implicitly
assigned to them) by learning the parameters that define a
curve over the frequency coefficients.

IV. RESULTS AND DISCUSSION

We present the results of our systematic investigation
into three different methods of autonomously allocating
heterogeneous agents by relying on a large set of simulation
experiments. Our set of experiments is composed of fixed,
randomly generated search problems, encompassing different
agent types, team sizes, and team compositions. The baseline
method in our experiments is multi-agent ergodic search
without distribution - i.e. all agents plan paths based on
the same initial prior. We compare these methods according
to various standard search metrics, such as time to find
all targets and the effectiveness of coverage, according to
the ergodic metric. Our results show that distributing and
assigning coverage responsibilities to agents depending on
their dynamic sensing capabilities leads to 40%, 51%, and
46% improvement with regard to the ergodic metric, and
15%, 22%, and 20% improvement in time to find all targets,
for each of the three distribution methods respectively. Our
results rely on sampling-based trajectory optimization, but
we emphasize that our investigation should extend to other
optimization methods.

A. Experiment Details

1) Agent’s Sensing and Motion Models: We describe the
area that each agent’s sensor covers as a Gaussian distribution
that’s centered at the agent’s location. At each point in the
agent’s sensor footprint, the likelihood of detecting a target is
defined using the Gaussian probability density function. We
consider two types of sensors. The first is a low-range, high-
fidelity sensor, depicted by a Gaussian with a low spread
but higher detection probability. The other is a high-range,
low-fidelity sensor, represented as a Gaussian with a wide
spread. These sensors have a lower probability of detecting
targets.

Apart from different sensor models, we also consider two
types of motion models. The first models omnidirectional
agents, such as quad-rotor UAVs, as a simple first-order



integrator. We also consider agents that have differential drive
constraints, like wheeled ground vehicles. This motion model
is represented as curved paths with a maximum curvature.

To sample agent paths, we sequence path primitives.
For the omnidirectional agents, the path primitives are
straight lines of different lengths and directions. For curve-
constrained agents, the path primitives are various curves
from a finite set with different curvatures and lengths. Agents
plan long trajectories, execute these paths for 10 timesteps,
update the map using their observations, and then re-plan.
We optimize agent paths using a cross-entropy planner [29]
with 3 levels of sample refinement with a total of 15 · N
samples, where N is the total number of agents in the multi-
agent team.

2) Learning Method: We use an Advantage Actor-Critic
(A2C) [30] network to learn assignments of spectral bands
of the information map to agents in the heterogeneous team.
We view taking an action as assigning a spectral band to
an agent, and this action is evaluated based on the paths
that the agents plan. In the first method, the network outputs
a set of N · B weights, where N is the number of agents
in the heterogeneous team and B is the number of spectral
bands that the spectral decomposition of the information map
is divided into. In our experiments, B = 4. In the second
method, the network outputs a set of N ·S weights, where S
is the total number of spectral coefficients used to represent
the information map in the frequency space. In the third
method, the network outputs a set of N ·P weights, where P
is the number of parameters required to define the function
over coefficient weights for each agent. We use P = 2. For
all three methods, we learn assignments for single agents,
two-agent teams, and four-agent teams (N = {1, 2, 4}).

In each episode, spectral bands are picked for each agent
based on the learned weights. Then, paths are planned
for each agent according to the reconstructed information
distribution that the agent is relying on. The reward used is
defined in Eq 4, so the reward increases as the ergodicity
decreases.

reward = −log(Φ(γ(t))) (4)

Since more effective coverage paths will have lower er-
godicity, this reward structure encourages weights to train
such that spectral bands are assigned to agents in a manner
that allows for effective coverage.

3) Scenarios Randomization: We compare the perfor-
mance of various distribution methods with that of a baseline
that plans paths for all agents by relying on the overall
distribution maps (i.e., no decomposition into bands or
assignments), through 100 randomized search scenarios for
each distribution map. These scenarios vary the locations
of targets and the initial information maps (as randomly
generated Gaussian mixture models). Additionally, for each
experiment, a randomly generated team of agents is formed
by selecting both the sensing and motion models with equal
probability for each agent. We ran experiments on three
different team sizes: single-agent systems, a multi-agent
system with two agents, and a multi-agent system with

Fig. 3: Search performance comparison between the different
agent distribution methods - pre-determined spectral bands
(Method 1), learning weights over all coefficients (Method
2), learning parameterized curves over coefficients (Method
3) - and the baseline (No Distribution), in terms of coverage
performance (using the ergodic metric, lower is better).

Fig. 4: Search performance comparison between the different
agent distribution methods - pre-determined spectral bands
(Method 1), learning weights over all coefficients (Method
2), learning parameterized curves over coefficients (Method
3) - and the baseline (No Distribution), in terms of time to
find all targets (lower is better).

four agents. Team compositions, starting positions, initial
information maps, and target locations are kept identical
among experiments with different controllers, to ensure our
results are comparable.

B. Experimental Results

When looking at the results of the different distribution
methods in terms of overall coverage performance, measured
using the ergodic metric, we can observe that by distributing
the agents to pre-defined spectral bands, there is on average a
40% improvement over the baseline. Learning weights over
all coefficients and learning parameterized Gaussian curves
over the spectral coefficients lead to on average 51% and
46% improvements in coverage performance respectively
(Fig 3). Our results support the notion that more effective
coverage of the domain leads to finding targets faster. This
is seen through the improvements in time to find all targets
over the baseline method (15%, 22%, and 20% for the three
distribution methods respectively), shown in Fig 4.

While each method leads to improvements in both cov-
erage efficiency and time to find all targets, the details of



how these improvements are achieved vary slightly from
method to method, as do specific pros and cons. The three
methods demonstrate a trade-off between the performance
improvements offered by a more granular assignment of
agents to spectral bands and the associated increase in
training time.

For the first method, the resulting mappings of agents
to pre-determined spectral bands correspond to intuition
expressed in Section III-A. We believe that lower-frequency
spectral coefficients correspond to broad domains of informa-
tion, while higher-frequency spectral coefficients correspond
to details and edges in the information distribution. We
observe that agents with low-fidelity, high-range sensors
and omnidirectional motion models tend to map to the first
spectral band, and are driven to perform a more coarse
exploration of the search domain. Agents with high-fidelity,
low-range sensors and curve-constrained motion models tend
to map to the last spectral band, which drive to string together
areas of higher information.

In the case of learning weights over all spectral coeffi-
cients, the increased granularity of forming search regions,
as compared to pre-defining spectral bands to form search
regions, leads to more effective coverage, and relatedly,
faster search times. In this method, agents can effectively
create their own subsets of frequency coefficients by learning
weights over all coefficients, as opposed to choosing between
a fixed number of pre-determined subsets. This means that
agents can both learn their search capabilities and formulate
a weighted set of spectral coefficients that correspond to
suitable search regions.

The method of learning weights for parameterized curves
over spectral coefficients has a trade-off between learning
problem complexity (and as a result training time) and
performance (in terms of coverage, measured by ergodic
metric and time to find all targets). Learning parameters
for curves over frequency coefficient weights instead of
learning the coefficient weights themselves reduces problem
complexity by reducing the number of trainable weights. As
a result, training is faster. However, while assigning weights
according to learned parameterized curves still allows agents
to self-define search regions, there is less granularity in this
definition. This leads to more effective coverage and faster
search times compared to mapping agents to spectral bands,
but worse performance than results from learning weights
over all coefficients.

V. CONCLUSIONS

We investigated the use of learning techniques to au-
tonomously leverage the spectral nature of ergodic coverage,
improving heterogeneous multi-agent search of a domain by
distributing agents to different search regions. These regions
were defined as performing search at different spatial scales,
by relying on a limited, weighted, set of spectral coefficients
that represent the overall target belief distribution.

We present and experimentally analyze three methods of
autonomously allocating agents to different regions in the
frequency domain. In the first of these methods, the search

regions are formulated by pre-defining spectral coefficient
bands, based on intuition linking agents’ sensing and motion
modalities and the different search scales. A mapping be-
tween agents in a heterogeneous team and these pre-defined
spectral bands is then learned. In the second method, search
regions are formulated and implicitly allocated to agents by
directly learning weights for each frequency coefficient in
the spectral decomposition of the information map. Search
regions are formulated and allocated to agents in the third
distribution method based on learned parameterized curves,
which define the spectral coefficient weights.

In our systematic numerical tests, we compared the results
of all three distribution methods to a baseline that plans paths
for all agents regardless of their individual capabilities. We
showed that all three distribution methods lead to improved
performance in terms of coverage efficiency (measured by
the ergodic metric) and time to find all targets. Specifically,
our results show 40%, 51%, and 46% improvement with
regard to standard coverage metric (ergodicity), and 15%,
22%, and 20% improvement in time to find all targets, for
the three distribution methods respectively.

This work paves the way for developing new heteroge-
neous multi-agent search methods, particularly automatically
identifying and leveraging synergies among agents with
complex and novel capabilities. Machine learning techniques,
as demonstrated in this work, can be leveraged to extend het-
erogeneous multi-agent search methods to large teams with
complex compositions, without having to rely on building
human intuition regarding agent, or team, capabilities. We
assume in this work that our a priori information map is
accurate, however future work will investigate the potentially
increased errors that may be caused by the use of inaccurate
priors, particularly in terms of increased search times, for dis-
tributed search. Additionally, this work considers centralized
allocation and path planning, but our future work will seek
decentralized agent allocation (and potentially ergodic path
planning) solutions to allow such distributed heterogeneous
multi-agent search methods to scale to large teams, and
ultimately allow large-scale real-life deployments.
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